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Notation

Let / denote an open interval fulfilling ) £ /| C R.
For f: I - R and x € [, if the finite limit

F(x) = ,IIiLno f(x+ h/)7— f(x)

exists, we call it the derivative of f at x and we say that f is
differentiable [at x].
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Notation

Let / denote an open interval fulfilling ) £ /| C R.
For f: I - R and x € [, if the finite limit

F(x) = flig‘o f(x+ hi)7— f(x)

exists, we call it the derivative of f at x and we say that f is
differentiable [at x].

Considering one-sided limits at 0 we obtain the derivative of f at x
from the left/right. We denote them by f’(x) and f{(x),
respectively.
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Notation

Let / denote an open interval fulfilling ) £ /| C R.
For f: I - R and x € [, if the finite limit

F(x) = flig‘o f(x+ hi)7— f(x)

exists, we call it the derivative of f at x and we say that f is
differentiable [at x].

Considering one-sided limits at 0 we obtain the derivative of f at x
from the left/right. We denote them by f’(x) and f{(x),
respectively.

We can also speak about differentiability from the left/right.
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Approximately constant functions with small error

Proposition
Let c>0and p>1. If f: | — R satisfies the inequality

f(y) = FO) < cly — xI°

for all x,y € I, then f is constant.
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Approximately constant functions with small error

Proposition
Let c>0and p>1. If f: | — R satisfies the inequality

f(y) = FO) < cly — xI°

for all x,y € I, then f is constant.

Hint: f'=0.
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Localization

Definition

We say that f: | — R satisfies a property P locally (or shortly: f is
locally P) if, for every x € I, there exists an open interval /(x)
fulfilling x € I(x) C I, such that f| satisfies P.
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Localization

Definition

We say that f: | — R satisfies a property P locally (or shortly: f is
locally P) if, for every x € I, there exists an open interval /(x)
fulfilling x € I(x) C I, such that f| satisfies P.

Definition
We say that the property P is localizable (or " P satisfies the

localization principle”) if, for any function f: | — R, the following
implication holds:

f islocally P = f isP.



Introduction Support theorem for Jensen-convex functions Dinghas type derivatives Strong Q-derivatives Bibliography [J
000@00000 00000000 00000000 000000000000

Lists of (counter)examples

Localizable properties
@ local concepts (continuity, differentiability);
e f is a polynomial of degree at most n [ f("t1) =];

@ monotonicity (in a given sense) [!]
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Lists of (counter)examples

Localizable properties
@ local concepts (continuity, differentiability);
o f is a polynomial of degree at most n [ f("+1) =0

@ monotonicity (in a given sense) [!]

Non-localizable properties
@ boundedness;
@ Lipschitz property;
@ absolute/uniform continuity.

As an example one may consider f(x) =1/x (x > 0).
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Monotonicity

Proposition

If f: 1 — R is locally increasing, then f is increasing.
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Monotonicity
Proposition

If f: | — R is locally increasing, then f is increasing.

Sketch of the proof:
For each u € I, f is increasing on a neighbourhood /(u) of u.
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Monotonicity
Proposition

If f: | — R is locally increasing, then f is increasing.

Sketch of the proof:
For each u € I, f is increasing on a neighbourhood /(u) of u.

Let x,y € I, x < y and let M(x) denote the set of of all z €]x, y]
admitting a partition x = xp < x1 < -+ < Xp—1 < Xn = Z of [x, 2]
(with some n € N) such that, for each j € {1,2,...,n},

Xj—1, Xj € I(uj) with some uj € /.
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Monotonicity

Proposition

If f: | — R is locally increasing, then f is increasing.

Sketch of the proof:
For each u € I, f is increasing on a neighbourhood /(u) of u.

Let x,y € I, x < y and let M(x) denote the set of of all z €]x, y]
admitting a partition x = xp < x1 < -+ < Xp—1 < Xn = Z of [x, 2]
(with some n € N) such that, for each j € {1,2,...,n},

Xj—1, Xj € I(uj) with some uj € /.

Clearly, for every z € M(x), we have

f(x)="~f(x0) <f(x1) < < f(xp1) < F(xn) = F(2).
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Monotonicity

Proposition

If f: | — R is locally increasing, then f is increasing.

Sketch of the proof:
For each u € I, f is increasing on a neighbourhood /(u) of u.

Let x,y € I, x < y and let M(x) denote the set of of all z €]x, y]
admitting a partition x = xp < x1 < -+ < Xp—1 < Xn = Z of [x, 2]
(with some n € N) such that, for each j € {1,2,...,n},

Xj—1, Xj € I(uj) with some uj € /.

Clearly, for every z € M(x), we have
f(x)="~f(x0) <f(x1) < < f(xp1) < F(xn) = F(2).
By basic arguments we can also check that

e M(x) =]x, v[ or M(x) =]x, v] with some v €]x, y];
eve M), v=y.
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Concept of convexity

Definition
We call f: | — R convex if the inequality

F(L—t) x+t-y)<(Q—t)-f(x)+t-f(y) (1)

holds for all x,y € [ and t € [0, 1].
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Concept of convexity

Definition

We call f: | — R convex if the inequality
F(L—t) x+t-y)<(Q—t)-f(x)+t-f(y) (1)
holds for all x,y € [ and t € [0, 1].

Proposition
If f: 1 — R is convex and x,y,z € | fulfil x <y < z, then

M) =06 o P = g . &) = i)

y—Xx B zZ—X zZ—y

Conversely, any of these inequalities (satisfied identically) implies
the convexity of f.
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Derivatives and convexity

For f: I — R, the following assertions are equivalent:

(A) f is convex.

(B) f is differentiable from the left/right. Furthermore, for any
x,y € I with x <y, we have

fL(x) < fl(x) < f(y) < fly).

(C) f is differentiable from the left/right. Furthermore, for any
x € I, we have

f(s) = f(x) _ o / o f(t) = f(x)
———= < < < _
S ST i T

(D) For every x € I, there exists A\ € R such that

f(y)—f(x) > Ay —x) forall yel.
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Related Remarks

Hints for the proof.
(A) = (C) = (D) = (A); f(x) <A < fL(x).
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Related Remarks

Hints for the proof.
(A) = (C) = (D) = (A); f(x) <A < fL(x).

(A) = (B): Use the Proposition.
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Related Remarks

Hints for the proof.
(A) = (C) = (D) = (A); f(x) <A < fL(x).

(A) = (B): Use the Proposition.

(B) = (A): It is clear that f is continuous (from both direction).
According to a generalized MVT, for every x,y € | with x < y,
there exists u €]x, y[ satisfying

<= <),

We can again apply the Proposition.



Intruductlun Support theorem for Jensen-convex functions Dmghas type derivatives Strono

derivatives Bibliography [J

)Oo0O®O0 oooocococo  0000000C

Related Remarks

Hints for the proof.

(A) = (C) = (D) = (A); f(x) <A < fL(x).

(A) = (B): Use the Proposition.

(B) = (A): It is clear that f is continuous (from both direction).

According to a generalized MVT, for every x,y € | with x < y,
there exists u €]x, y[ satisfying

fly) — f(x)
f(u) < < fi(u).
(o) < S < Al ()
We can again apply the Proposition.

Remark:
Using property (B) and the localization principle for increasing
functions, we obtain that convexity is localizable.
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Approximate convexity with small error

Theorem (Z. B. and N. Nagy, 2013)
Suppose that ¢ >0, p> 1, and f : | — R satisfies the inequality

FOX+(1=A)y) < M)+ (L -NF()+c(A1-N) |x—y])" (2)

for every x,y € I and X\ € [0,1]. Then f is convex (so f satisfies
(2) with ¢ = 0 as well).
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Approximate convexity with small error

Theorem (Z. B. and N. Nagy, 2013)
Suppose that ¢ >0, p> 1, and f : | — R satisfies the inequality

FOX+(1=A)y) < M)+ (L -NF()+c(A1-N) |x—y])" (2)

for every x,y € I and X\ € [0,1]. Then f is convex (so f satisfies
(2) with ¢ = 0 as well).

Hints for the proof.
We prove that f satisfies property (C).
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Basic concepts

In this section, let K denote a subfield of the real number field R
and X be a vector space over K. We denote the set of positive
elements of K by KT.
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Basic concepts

In this section, let K denote a subfield of the real number field R
and X be a vector space over K. We denote the set of positive
elements of K by KT.

A mapping F : X — R is called

e additive if the equation F(x +y) = F(x) + F(y)
is fulfilled for every x,y € X;

@ subadditive if the inequality F(x+y) < F(x)+ F(y)
is fulfilled for every x,y € X;

@ K-homogeneous if the equation F(rx) = rF(x)
is fulfilled for every x € X and r € K;

@ positively K-homogeneous if the equation F(rx) = rF(x)
holds for all x € X and r € KT;
@ K-linear if F is additive and (positively) K-homogeneous;

@ K-sublinear if F is subadditive and positively K-homogeneous.
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Abstract tools and concepts

Lemma

Let F : X — R be K-sublinear and u € X be fixed. Then there
exists a K-linear mapping ¢ : X — R such that ¢(u) = F(u) and
o(x) < F(x) for every x € X .
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Abstract tools and concepts

Lemma

Let F : X — R be K-sublinear and u € X be fixed. Then there
exists a K-linear mapping ¢ : X — R such that ¢(u) = F(u) and
©(x) < F(x) for every x € X.

Let A denote the set of all additive mappings A: X — R and let
Ak denote the set of all K-linear mappings A: X — R.
Let us note that, for instance, in the particular case X = RN, we

have .AI AQ.
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Assumptions concerning the domain

A subset D of the space X is called K-algebraically open if, for
every x € D and u € X, there exists § > 0 such that

x4+ ru€ D whenever re KN|—4,9].
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Assumptions concerning the domain

A subset D of the space X is called K-algebraically open if, for
every x € D and u € X, there exists § > 0 such that

x4+ ru€ D whenever re KN|—4,9].

We say that D is K-convex if

x+(1—r)yeD forevery x,ye D and re KN[0,1].
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Assumptions concerning the domain

A subset D of the space X is called K-algebraically open if, for
every x € D and u € X, there exists § > 0 such that

x4+ ru€ D whenever re KN|—4,9].

We say that D is K-convex if

x+(1—r)yeD forevery x,ye D and re KN[0,1].

In this section, let D denote a K-algebraically open and K-convex
subset of X . As an example, one may suppose that D is an open
interval and X = R.



Introduction Support theorem for Jensen-convex functions Dinghas type derivatives Strong (J-derivatives Bibliography [
000000000 COOe0000 00000000 000000000000

K-subdifferential and radial K-derivatives
Let f: D — R and xg € D. The set

Okf(xo) ={Ac Ak |VxeD : f(x)+ A(x —x0) < f(x)}

is called the K-subdifferential of f at xo. If A € Okf(xp), we say
that A is a K-subgradient of the function f at the point xp .



K-subdifferential and radial K-derivatives
Let f: D — R and xg € D. The set

Okf(xo) ={Ac Ak |VxeD : f(x)+ A(x —x0) < f(x)}
is called the K-subdifferential of f at xo. If A € Okf(xp), we say
that A is a K-subgradient of the function f at the point xp .

Let f: D - RN, xo € D, and u € X. If the limit
1
dgf = i —(f —f
kf(xo, u) = lim = (f(xo+ ru) —f(x))
exists, it is called the radial K-derivative of f at xg in the direction
u. We shall say that f is radially K-differentiable [at xo] if
dif(x0, v) € RN exists for every v € X .
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K-subdifferential and radial K-derivatives
Let f: D — R and xg € D. The set

Okf(xo) ={Ac Ak |VxeD : f(x)+ A(x —x0) < f(x)}

is called the K-subdifferential of f at xo. If A € Oxf(x), we say
that A is a K-subgradient of the function f at the point xp .

Let f: D - RN, xo € D, and u € X. If the limit
1
dif(xo, u) = lim = (f(xo+ ru) — f(x0))

K+tsr—0 r
exists, it is called the radial K-derivative of f at xg in the direction
u. We shall say that f is radially K-differentiable [at xo] if
dif(x0, v) € RN exists for every v € X .

Let f: D — R and xg € D. If f is radially K-differentiable at xp,
the set

Ookf(xo) ={Ae Ak | A(v) < dkf(xo, v) for every v € X }

is called the K-subderivative of f at xg .
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Operation rules for radial K-derivatives
Theorem (Z. B. and Zs. Pales, 2006)

Let us suppose that f : D — RN is radially K-differentiable at
xo € D, E C RN is an open set such that f(D) C E, F: E -+ R
is differentiable at f(xp), and let h(x) = F(f(x)) for all x € D.
Then h: D — R is also radially K-differentiable at xp, and, for
every v € X, we have

th(Xo, V) = F/(f(Xo))dKf(Xo, V).
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Operation rules for radial K-derivatives
Theorem (Z. B. and Zs. Pales, 2006)

Let us suppose that f : D — RN is radially K-differentiable at
xo € D, E C RN is an open set such that f(D) C E, F: E -+ R
is differentiable at f(xp), and let h(x) = F(f(x)) for all x € D.
Then h: D — R is also radially K-differentiable at xp, and, for
every v € X, we have

C/Kh(X()7 V) = F/(f(Xo))dKf(Xo, V).

Corollary

If f,g: D — R are radially K-differentiable at xp € D, then f + g
and fg are also radially K-differentiable at xg, and, for every
v € X, we have

dx(f +g)(x0,v) = dkf(xo,v)+ dkg(xo, v),
dk(fg)(x0, v) = g(xo)dkf(xo, v)+ f(x0)dkg(xo, v).
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K-convex and Jensen-convex functions

Definition
We call f: D — R K-convex if

F(Ax + (1= A)y) < Af(x) + (1= A)f(y) (3)

holds for every x, y € D, A€ [0,1] N K.
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K-convex and Jensen-convex functions

Definition
We call f: D — R K-convex if

F(Ax + (1= N)y) < AMf(x) + (1 = N)f(y) (3)
holds for every x, y € D, A€ [0,1] N K.

In this terminology, convex functions on an interval are exactly the
R-convex ones.
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K-convex and Jensen-convex functions

Definition
We call f: D — R K-convex if

F(Ax + (1= A)y) < Af(x) + (1= A)f(y) (3)

holds for every x, y € D, A€ [0,1]N K.

In this terminology, convex functions on an interval are exactly the
R-convex ones.

Definition
We call f : D — R Jensen-convex if

f<><42ry> < f(X)erf(y) (4)

holds for every x, y € D.
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Jensen-convex functions on an interval

Theorem (Jensen, 1906)

Let X =R and D be an open interval.
f: D — R is Jensen-convex <= f is Q-convex.
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Jensen-convex functions on an interval

Theorem (Jensen, 1906)

Let X =R and D be an open interval.
f: D — R is Jensen-convex <= f is Q-convex.

Corollary

Let X =R and D be an open interval.
f: ] — R is convex <= f is continuous and Jensen-convex.
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Jensen-convex functions on an interval

Theorem (Jensen, 1906)

Let X =R and D be an open interval.
f: D — R is Jensen-convex <= f is Q-convex.

Corollary

Let X =R and D be an open interval.
f: ] — R is convex <= f is continuous and Jensen-convex.

Thus the concept of K-convex functions involves, among others,
@ Jensen-convex functions on an open interval (K = Q);

@ convex functions defined on a convex and R-algebraically
open subset of an arbitrary real linear space (K = R).
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Differentiation of K-convex functions

Theorem (Z. B. and Zs. Pales, 2006)

If f: D — R is K-convex, then it is also radially K-differentiable.
Moreover, for every x € D, the mapping ¥(v) = dxf(x, v)

(v € X) is K-sublinear, Ok f(x) = dxf(x), and, for each u € X,
there exists A € 0k f(x) such that A(u) = dkf(x, u).
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Differentiation of K-convex functions

Theorem (Z. B. and Zs. Pales, 2006)

If f: D — R is K-convex, then it is also radially K-differentiable.
Moreover, for every x € D, the mapping ¥(v) = dxf(x, v)

(v € X) is K-sublinear, Oxf(x) = dxf(x), and, for each u € X,
there exists A € 0k f(x) such that A(u) = dkf(x, u).

Proposition

If f: D — R such that Oxf(x) # 0 for every x € D, then f is
K-convex.
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Differentiation of K-convex functions

Theorem (Z. B. and Zs. Pales, 2006)

If f: D — R is K-convex, then it is also radially K-differentiable.
Moreover, for every x € D, the mapping ¥(v) = dxf(x, v)

(v € X) is K-sublinear, Oxf(x) = dxf(x), and, for each u € X,
there exists A € 0k f(x) such that A(u) = dkf(x, u).

Proposition

If f: D — R such that Oxf(x) # 0 for every x € D, then f is
K-convex.

Theorem (Z. B. and Zs. Pales, 2006)

Suppose that g, h: D — R are K-convex functions and
Ok g(x) = Ok h(x) for every x € D . Then there exists a constant
c € R such that g(x) = h(x) + ¢ forall x € D.
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The difference operator

Let / denote a non-empty open interval in R.
For f: 1 - R, x €l and h € R fulfilling x + h e I, let

Apf(x) =f(x+ h)—f(x).

Higher order iterates of the difference operator are defined by the
recursion
AT (x) = Ap(ARf(x)) (n€N).
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The difference operator

Let / denote a non-empty open interval in R.
For f: 1 - R, x €l and h € R fulfilling x + h e I, let

Apf(x) =f(x+ h)—f(x).

Higher order iterates of the difference operator are defined by the
recursion
AT (x) = Ap(ARf(x)) (n€N).

Proposition
Iff:1 —= R, xel and h € R fulfils x + nh € I, then

n

Af(x) =D (~1)" ( Z > f(x + kh).

k=0
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Generalized polynomials

Theorem (R. Ger, 1994; ...)
Let n € N. A function f: [ — R satisfies the functional equation

AT (x)=0 (xel, x+(n+1)hel) (5)

if, and only if, f admits a unique extension F: R — R of the form
F(x)=ho+ > h(x) (x €R), (6)
k=1

where hg € R and, for each k € {1,2,..., n}, there exists a
symmetric, k-additive function Ax: RX — R such that
he(x) = Ak(x,x,...,x) (x € R).
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Generalized polynomials

Theorem (R. Ger, 1994; ...)
Let n € N. A function f: [ — R satisfies the functional equation

AT (x)=0 (xel, x+(n+1)hel) (5)

if, and only if, f admits a unique extension F: R — R of the form
F(x)=ho+ > h(x) (x €R), (6)
k=1

where hg € R and, for each k € {1,2,..., n}, there exists a
symmetric, k-additive function Ax: RX — R such that
he(x) = Ak(x,x,...,x) (x € R).

Functions given by the representation (6) are called generalized
polynomials of degree at most n, while the functional equation (5)
was considered by Fréchet (in 1909).



Introduction Support theorem for Jensen-convex functions Dinghas type derivatives Strong (Q-derivatives Bibliography [J
000000000 00000000 00800000 000000000000

Generalized monomials

The function h,, is called generalized monomial of degree n, and it
represents the general solution of the functional equation

AJh(x) = nlh(y) (x,y €R). (7)
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Generalized monomials

The function h,, is called generalized monomial of degree n, and it
represents the general solution of the functional equation

AZh(x) = nlh(y) (x.y € R). ()
Let us note that a generalized monomial of degree n is

@ additive if n=1;

@ quadratic (solution of the norm square equation) if n = 2.
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Dinghas’ interval derivative

A. Dinghas introduced (in 1966) the n-th interval derivative of
f: 1 — R at x € | by the expression

Df(x) = lim, <b_—na>n§n:(_l)k < j > f <<1 - ﬁ) a+ :b>

b=a=0 k=0

whenever the limit exists.
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Dinghas’ interval derivative

A. Dinghas introduced (in 1966) the n-th interval derivative of
f: 1 — R at x € | by the expression

Df(x) = lim, <b—_na>"§i:(_1)k < j > f <<1 - ﬁ) a+ :b>

whenever the limit exists.

Let us note that the finite limit

. f(b)—="f(a)

1 _

b f(X) o agll)r(gb b—a
b—a—0

exists if, and only if, f is differentiable at x in the usual sense.
Moreover, if f is differentiable at x, then Df(x) = f/(x).
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Dinghas’ interval derivative

A. Dinghas introduced (in 1966) the n-th interval derivative of
f: 1 — R at x € | by the expression

Df(x) = lim, <b—_na>"§(_1)k < j > f <<1 - ﬁ) a+ :b>

whenever the limit exists.

Let us note that the finite limit
DF(x) = lim P =T(3)

a<x<b b—a
b—a—0

exists if, and only if, f is differentiable at x in the usual sense.
Moreover, if f is differentiable at x, then Df(x) = f/(x).

In the higher order cases, the situation is different.
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Characterization of generalized polynomials

Theorem (A. Simon and P. Volkmann, 1994)

Let n€ N and f: | — R. The following assertions are equivalent:
(A) Apf(x) =0 forall x €/ and h e R fulfilling x + nh e I
(B) D"f(x) =0 for every x € I .
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Characterization of generalized polynomials

Theorem (A. Simon and P. Volkmann, 1994)

Let n€ N and f: | — R. The following assertions are equivalent:
(A) Apf(x) =0 forall x €/ and h e R fulfilling x + nh e I
(B) D"f(x) =0 for every x € /.

A. Gildnyi considered (in 1997) the analogous limit

N A"f(y) — n'f(h
Bre(x)= lim 2Af0) = mf(h)
y<x<y+nh hn
h—0

and proved, for any n€ N and f: R — R, that

D'f(x)=0 (xeR) < A"(x)=n!f(u) (x,ucR).
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Generalized Jensen-convexity of higher order

A local characterization of Jensen-convexity of higher order was
elaborated by A. Gildnyi and Zs. Pdles (in 2001) in a somewhat
more general context.

T-convexity

Let T=(t1, ..., tht1), where t1, ..., ty+1 are fixed positive
numbers. For f : | - R, x € | and h > 0 such that
X+(l‘1+“'+tn+1)h€ I, let

ATF(X) = Dyp .. D, nf ().

We say that f : | — R is T-convex if A] f(x) > 0 for all
x €1, h>0suchthat x+ (t1 + - -+ thr1)h € I.
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Generalized Jensen-convexity of higher order

A local characterization of Jensen-convexity of higher order was
elaborated by A. Gildnyi and Zs. Pdles (in 2001) in a somewhat
more general context.

T-convexity

Let T=(t1, ..., tht1), where t1, ..., ty+1 are fixed positive
numbers. For f : | - R, x € | and h > 0 such that
X+(t1+“'+tn+1)h€ I, let

ATF(X) = Dyp .. D, nf ().

We say that f : | — R is T-convex if A] f(x) > 0 for all
x €1, h>0suchthat x+ (t1 + - -+ thr1)h € I.

Clearly, T-convexity and cT-convexity are equivalent for ¢ > 0. In
the case t; = --+ = ty41 = 1 the notion of T-convexity is
obviously the same as Jensen-convexity of order n.
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Lower Dinghas type interval derivatives

Lower T-Dinghas interval derivative of f

The lower T-Dinghas interval derivative of f : | = R at & €/ is
defined by

. Al f(x)
DTF(&) := lim inf ki .
D #(8) (x, h)—(¢&,0) (t1h)...(tas1h)
x<E<x+(ti++tnt1)h
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Lower Dinghas type interval derivatives

Lower T-Dinghas interval derivative of f

The lower T-Dinghas interval derivative of f : | - R at £ € [ is
defined by

Al f(x)

DTf(¢) = liminf o .

2, (x,h)—(€,0)  (t1h)...(tni1h)
x<E<x+(t1+++tay1)h

n-th order lower Dinghas interval derivative of f

Accordingly, if n denotes a positive integer, the n-th order lower
Dinghas interval derivative of f : | — R at £ € / is defined by

o ATf(x)
D"f(£):= liminf h i
D"f(¢) (X’<’?3 (f 72) o
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Localization of T-convexity

ATF Arf
DTF(¢) = lim inf B pagey s liminf 2R
(<. m—(€.0)  (trh)...(tnr1h) (<. h)>(5.0) A"
XSESKF(ty+ o) X<E<xf nh

Gildnyi and Pdles proved a strong connection between the above
two concepts. Namely, they established that a function f : | — R
is T-convex if, and only if, DT£(£) > 0 for every £ € | .
Considering the particular case when t; = --- =t,11 =1, one
obtains the following statement:
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Localization of T-convexity

ATf ANf
DTF(¢) = lim inf B pagey s liminf 2R
(<. m—(€.0)  (trh)...(tnr1h) (x>0 hn
XSESxF(tt g1 )h XSESxtnh

Gildnyi and Pdles proved a strong connection between the above
two concepts. Namely, they established that a function f : | — R
is T-convex if, and only if, DT£(£) > 0 for every £ € | .
Considering the particular case when t; = --- =t,11 =1, one
obtains the following statement:

Theorem (A. Gilanyi and Zs. Pales, 2001)

A function f : I — R is Jensen-convex of order n if, and only if,
DL (¢) > 0 for every £ € 1.
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Difference operators

As well as in the previous section, / denotes an open subinterval of
the real line.
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Difference operators

As well as in the previous section, / denotes an open subinterval of
the real line.

We may define n-th order differences for f: | - R, x € I,
l<neN,and y; e R (j=1,2,...,n) fulfilling

n
X + Zsjuj' €l forevery ;€ {0,1} (j=1,2,...,n),
j=1
by the recursion

Ay iy un f(x) = AunAuh...,uan(X) .
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Difference operators

As well as in the previous section, / denotes an open subinterval of
the real line.

We may define n-th order differences for f: | - R, x € I,
l<neN,and y; e R (j=1,2,...,n) fulfilling

x+zn:sjuj' €l forevery ;€ {0,1} (j=1,2,...,n),
j=1
by the recursion
Dy, gy, uf (X) = By, Ay w1 (X))
Let us note that
Ay pf(x) =ARALf(x) = Ay ALT(X)

whenever {x, x+u1, x+uy, x+u+uw} Cl.
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Strong K-differentiability

In this part of the presentation, p € N, K denotes a subfield of R
and K = KNJ0, +o0] .

Definition
Let f:/ >R, xp€/,and h=(hy, ..., hy) € RP. If the finite
limit

1

D; f(Xo' h) = im —A h h h (X)
K o rihy,nhy, ... r 1
X—X0 r1r2"'rp 1L, fat pre

KﬁSr—>0

(where r = (ry, ..., rp)) exists, it is called the pth order strong
K-derivative of f at xg in the direction h = (hy, ..., hp), and we
shall say that f is strongly K-differentiable of order p [at the point
Xo in the direction h = (hy, ..., hp)].
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Smooth example
Let

SE(1)={f:1—R|f is strongly K-differentiable of order p }.
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Smooth example
Let

SE(1)={f:1—R|f is strongly K-differentiable of order p }.

Let
CP(I)={f:1— R|fis p times continuously differentiable }.

Example

If f € CP(/), then f € SE(I). Moreover, for every xo € / and
h=(h,..., hy) €RP,

DR f(xo; h) = FP)(xo)hihy - hp.
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Algebraic example
Example

Suppose that Fyp € R, Fy : R — R is symmetric and
multi-additive (k =1,2,...,p — 1), F, : RP — R is symmetric and
multi-linear over K, and let fo(x) = Fp for all x € R,

k
fr(x) = Fe(X,x,...,x) forevery xeR, k=1,2,...,p,

and

Fx)=> filx) (xel).

Then f € SE(/). Moreover, for every xo € | and
h=(h,..., hp) €RP,

DRf(xo; h) = p!Fp(h1, ..., hp).
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Decomposition of strongly K-differentiable functions

Theorem (Z. B.)

Let f:/ —R. Then f € S,’;(I) if, and only if, there exist
g € CP(I) and multi-additive functions Fy : RK - R (k=1,...,p)
such that F, is multi-linear over K and

f(x) = g(x) -I—ZFk(x,x,...,x) for every x e /.
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Decomposition of strongly K-differentiable functions

Theorem (Z. B.)

Let f:/ —R. Then f € S,’}(I) if, and only if, there exist
g € CP(I) and multi-additive functions Fy : RK - R (k=1,...,p)
such that F, is multi-linear over K and

f(x) = g(x) +ZFk(x,x,...,x) for every x e /.

Using this decomposition theorem, we can prove the localization
principle for such decompositions.
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Localization principle for the decomposition

Theorem (Z. B.)

Suppose that f : | — R such that for every x € | there exist an
open interval Jy, C [/ fulfilling x € Jy, a p times continuously
differentiable function gy : Jx — R, and a generalized polynomial
Py : R — R of order at most p satisfying

f(y) =g«(y) + P«(y) forall ye J.

Then there exist a p times continuously differentiable function
g : | — R and a generalized polynomial P : R — R of order at
most p satisfying

f(x) =g(x)+ P(x) forall xel.
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Strong geometric derivatives

Llet0<f@<landf:l = R. Foreach heR and x € I, the
extended real numbers

n —
DYF(x) = liminf LY 0" = F()
y-}X 0”
n— oo

and
_ Fly +0"h) — f
DUf(x) = limsup 0+ n) €2
y — X 0
n— oo

will be called the lower/upper strong 6-derivatives of f at x in the
direction h.
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Strong geometric derivatives

Llet0<f@<landf:l = R. Foreach heR and x € I, the
extended real numbers

n —
DYF(x) = liminf LY 0" = F()
y-}X 0”
n— oo

and
_ Fly +0"h) — f
DUf(x) = limsup 0+ n) €2
y — X 0
n— oo

will be called the lower/upper strong 6-derivatives of f at x in the
direction h.

Clearly, .
DY (x) < DYF(x) .
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Strong geometric differentiability
Definition. Let 0 <0 <1,f: 1 >R, xg€l,heR.If

—c0 < D (x9) = DY f(x0) < +o00,
then f is called strongly 0-differentiable, and
DI (x0) = D (%)

is called the strong 6-derivative of f

at xp in the direction h |.
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Strong geometric differentiability
Definition. Let 0 <0 <1,f: 1 >R, xg€l,heR.If

—c0 < D (x9) = DY f(x0) < +o00,
then f is called strongly 0-differentiable, and
DI (x0) = D (%)

is called the strong 6-derivative of f

at xp in the direction h |.

Remark. Let us note that

f(x+60"h) — f(x)
on '

DY f(x) = lim
X—rX0

n—oo
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Derivatives of convex functions

Theorem

Let 0 <O <1.Iff:l— Risconvex, x1, x» € | such that
x1 < xo, and h > 0, then

— 00 < DYf(x1) < DY (xp) < +o0. (8)
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Derivatives of convex functions

Theorem

Let 0 <O <1.Iff:l— Risconvex, x1, x» € | such that
x1 < xo, and h > 0, then

— 00 < DYf(x1) < DY (xp) < +o0. (8)

Let ICLf](I) denote the set of functions f : | — R that fulfil
inequality (8) for all h > 0 and x;, x2 € [ such that x; < x>
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Dyadic derivatives

In the rest of this talk we restrict our
considerations to the case 0 = % . For
simplicity, we shall write ¢ in place of [1/2]
as an upper index.

Accordingly, instead of strong %—derivatives,
we write strong dyadic derivatives, while
instead of strongly %-differentiable functions,

we write strongly dyadically differentiable
functions.
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Decomposition Theorems

Theorem (Z. B.)

Let us suppose that the function f : | — R belongs to the class
ICS.(1). Then there exist a convex function g : | — R and an
additive mapping A : R — R such that

f(x) =g(x)+ A(x) forevery xel.
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Decomposition Theorems

Theorem (Z. B.)

Let us suppose that the function f : | — R belongs to the class
ICS.(1). Then there exist a convex function g : | — R and an
additive mapping A : R — R such that

f(x) =g(x)+ A(x) forevery xel.

Theorem (Z. B., 2001; D. Broszka and Z. Grande, 2007)

A function f : | — R is strongly dyadically differentiable if, and
only if, there exist a continuously differentiable function g : I — R
and an additive mapping A : R — R such that

f(x) = g(x) + A(x) forevery xel.
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Approximately Wright-convex functions

In this section, let0 <e€eRand1<peR.
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Approximately Wright-convex functions

In this section, let0 <e€eRand1<peR.

Theorem (Z. B.)
If f: 1 — R satisfies the inequality

fF(Ax+ (1= A)y) + (1= N)x+Ay)
S+ ) +e(MA=N)x—y))? (9)

for every x,y € I and A € [0,1], then f € K5.(/).
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Approximately Wright-convex functions

In this section, let0 <e€eRand1<peR.

Theorem (Z. B.)
If f: 1 — R satisfies the inequality

fF(Ax+ (1= A)y) + (1= N)x+Ay)
S+ ) +e(MA=N)x—y))? (9)

for every x,y € I and A € [0,1], then f € K5.(/).

Corollary

If f: 1 — R satisfies the inequality (9) for every x,y € I and
A € [0,1], then f is Wright-convex (i.e., f satisfies the inequality
(9) with £ = 0 as well).



Introduction Support theorem for Jensen-convex functions Dinghas type derivatives Strong (Q-derivatives Bibliography [J
000000000 00000000 00000000 000000000000

[§ Z. Boros, Strongly Q-differentiable functions, Real Analysis
Exchange 27/1 (2001/2002), 17-25.

Z. Boros and N. Nagy, Approximately convex functions,
Annales Univ. Sci. Budapest, Sect. Comp. 40 (2013), 143-150.

Z. Boros and Zs. Péles, Q-subdifferential of Jensen-convex
functions, J. Math. Anal. Appl. 321 (2006), 99-113.

26/3-4 (1994), 281-289.

A. Gilanyi, A characterization of monomial functions,

B
B
[@ R. Ger, On extensions of polynomial functions, Results Math.
B
Aequationes Math. 54/3 (1997), 289-307.

3

A. Gilanyi and Zs. Péles, On Dinghas-type derivatives and
convex functions of higher order, Real Analysis Exchange 27/2
(2001/2002), 485-494.



Introduction Support theorem for Jensen-convex functions Dinghas type derivatives Strong (Q-derivatives Bibliography [J
000000000 00000000 00000000 000000000000

[ J. L. W. V. Jensen, Sur les fonctions convexes et les inégualités
entre les valeurs moyennes, Acta Math. 30/1 (1906), 175-193.

[ M. Kuczma, An Introduction to the Theory of Functional
Equations and Inequalities, 2nd Edition, Birkh3user Verlag,
Basel, 2009.

[§ C. T.Ng, Functions generating Schur-convex sums, General
Inequalities 5 (Oberwolfach, 1986), 433-438, Internat.
Schriftenreihe Numer. Math. 80, Birkhauser, Basel, 1987.

[d A. Simon and P. Volkmann, Eine Charakterisierung von
polynomialen Funktionen mittels der Dinghasschen
Intervall-Derivierten, Results Math. 26/3-4 (1994), 382-384.

[@ L. Székelyhidi, Local polynomials and functional equations,
Publ. Math. Debrecen 30/3-4 (1983), 283-290.

[@ E. M. Wright, An inequality for convex functions, Amer. Math.
Monthly 61 (1954), 620-622.



Introduction Support theorem for Jensen-convex functions Dinghas type derivatives Strong Q-derivatives Bibliography [
000000000 00000000 00000000 000000000000

Thank you for your kind attention!



	Introduction
	Notation and basic concepts
	Basic examples
	Convex functions

	Support theorem for Jensen-convex functions
	Concepts for sets and mappings
	Differentiation concepts
	Subdifferentials of Jensen-convex functions

	Dinghas type derivatives
	Generalized polynomials
	Jensen-convex functions of higher order

	Strong Q-derivatives
	Strong K-differentiability of higher order
	Strong dyadic derivatives

	Bibliography

